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Greedy is Good
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By [supernova](http://www.topcoder.com/tc?module=MemberProfile&cr=7371063&tab=alg)  
*TopCoder Member*

John Smith is in trouble! He is a TopCoder member and once he learned to master the "Force" of dynamic programming, he began solving problem after problem. But his once obedient computer acts quite unfriendly today. Following his usual morning ritual, John woke up at 10 AM, had a cup of coffee and went to solve a problem before breakfast. Something didn't seem right from the beginning, but based on his vast newly acquired experience, he wrote the algorithm in a flash. Tired of allocating matrices morning after morning, the computer complained: **"Segmentation fault!"**. Despite his empty stomach, John has a brilliant idea and gets rid of his beloved matrix by adding an extra "for cycle". But the computer cries again: **"Time limit exceeded!"**   
  
Instead of going nuts, John makes a radical decision. Enough programming, he says! He decides to take a vacation as a reward for his hard work.   
  
Being a very energetic guy, John wants to have the time of his life! With so many things to do, it is unfortunately impossible for him to enjoy them all. So, as soon as he eats his breakfast, he devises a "Fun Plan" in which he describes a schedule of his upcoming activities:

|  |  |  |
| --- | --- | --- |
| ID | Scheduled Activity | Time Span |
| 1 | Debug the room | Monday, 10:00 PM - Tuesday, 1:00 AM |
| 2 | Enjoy a trip to Hawaii | Tuesday, 6:00 AM - Saturday, 10:00 PM |
| 3 | Win the Chess Championship | Tuesday, 11:00 AM - Tuesday, 9:00 PM |
| 4 | Attend the Rock Concert | Tuesday, 7:00 PM - Tuesday, 11:00 PM |
| 5 | Win the Starcraft Tournament | Wednesday, 3:00 PM - Thursday, 3:00 PM |
| 6 | Have some paintball fun | Thursday, 10:00 AM - Thursday, 4:00 PM |
| 7 | Participate in the TopCoder Single Round Match | Saturday, 12:00 PM - Saturday, 2:00 PM |
| 8 | Take a shower | Saturday, 8:30 PM - Saturday 8:45 PM |
| 9 | Organize a Slumber Party | Saturday, 9:00 PM - Sunday, 6:00 AM |
| 10 | Participate in an "All you can eat" and "All you can drink" challenge | Saturday, 9:01 PM - Saturday, 11:59 PM |

He now wishes to take advantage of as many as he can. Such careful planning requires some cleverness, but his mind has gone on vacation too. This is John Smith's problem and he needs our help.   
  
Could we help him have a nice holiday? Maybe we can! But let's make an assumption first. As John is a meticulous programmer, once he agrees on something, he sticks to the plan. So, individual activities may either be chosen or not. For each of the two choices regarding the first activity, we can make another two choices regarding the second. After a short analysis, we find out that we have 2 ^ N possible choices, in our case 1024. Then, we can check each one individually to see whether it abides the time restrictions or not. From these, finding the choice with the most activities selected should be trivial. There are quite a lot of alternatives, so John would need to enlist the help of his tired computer. But what happens if we have 50 activities? Even with the most powerful computer in the world, handling this situation would literally take years. So, this approach is clearly not feasible.   
  
Let's simply the problem and trust our basic instinct for a moment. A good approach may be to take the chance as the first opportunity arises. That is, if we have two activities we can follow and they clash, we choose the one that starts earlier in order to save some time. In this case John will start his first evening by debugging his room. Early the next morning, he has a plane to catch. It is less than a day, and he has already started the second activity. This is great! Actually, **the best choice** for now. But what happens next? Spending 5 days in Hawaii is time consuming and by Saturday evening, he will still have only two activities performed. Think of all the activities he could have done during this five day span! Although very fast and simple, this approach is unfortunately not accurate.   
  
We still don't want to check for every possible solution, so let's try another trick. Committing to such a time intensive activity like the exotic trip to Hawaii can simply be avoided by selecting first the activity which takes the least amount of time and then continuing this process for the remaining activities that are compatible with those already selected. According to the previous schedule, first of all we choose the shower. With only 15 minutes consumed, this is by far the **best local choice**. What we would like to know is whether we can still keep this **"local best"** as the other compatible activities are being selected. John's schedule will look like this:

* Take a shower (15 minutes)
* Participate in the TopCoder Single Round Match (2 hours)
* Participate in an "All you can eat" and "All you can drink" challenge (2 hours 58 minutes)
* Debug the room (3 hours)
* Attend the Rock Concert (4 hours)
* Have some paintball fun (6 hours)

Out of the 10 possible activities, we were able to select 6 (which is not so bad). We now run the slow but trustworthy algorithm to see if this is actually the best choice we can make. And the answer is indeed 6. John is very appreciative for our help, but once he returns from the holiday, confident in our ingenious approach, he may face a serious problem:
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By going for the short date, he misses both the school exam and the match of his favorite team. Being the TopCoders that we are, we must get used to writing reliable programs. A single case which we cannot handle dooms this approach to failure.   
  
What we generally have to do in situations like this is to analyze what might have caused the error in the first place and act accordingly to avoid it in the future. Let's look again at the previous scenario. The dating activity clashes with both the exam and the match, while the other two only clash with the date. So, the idea almost comes from itself. Why not always select the activity that produces the minimum amount of clashes with the remaining activities? Seems logical - it all makes sense now! We'll try to prove that this approach is indeed correct. Suppose we have already selected an activity X and try to check if we could have selected two activities A and B that clash with X instead. A and B should of course not clash, otherwise the final result will not improve. But now, we are back to the previous case (X has two clashes, while A and B have only one). If this is the case, A and B are selected from the beginning. The only way to disprove our assumption is to make A and B clash more, without affecting other activities except X. This is not very intuitive, but if we think it through we can (unfortunately) build such a case:
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The activities represented by the blue lines are the optimal choice given the above schedule. But as the activity in red produces only 2 clashes, it will be chosen first. There are 4 compatible activities left before, but they all clash with each other, so we can only select one. The same happens for the activities scheduled after, leaving space for only one more choice. This only gives us 3 activities, while the optimum choice selects 4.   
  
So far, every solution we came up with had a hidden flaw. It seems we have to deal with a devilish problem. Actually, this problem has quite an elegant and straightforward solution. If we study the figure above more carefully, we see that the blue activity on the bottom-left is the only one which finishes before the "timeline" indicated by the thin vertical bar. So, if we are to choose a single activity, choosing the one that ends first (at a time **t1**), will leave all the remaining time interval free for choosing other activities. If we choose any other activity instead, the remaining time interval will be shorter. This is obvious, because we will end up anyway with only one activity chosen, but at a time **t2 > t1**. In the first case we had available all the time span between **t1** and **finish** and that **included** the time between t2 and finish. Consequently, there is no disadvantage in choosing the activity that finishes earlier. The advantage may result in the situation when we are able to insert another activity that starts between **t1** and **t2** and ends up before the end of any activity that starts after time **t2**.   
  
Known as the **"Activity Selection"**, this is a standard problem that can be solved by the **Greedy Method**. As a greedy man takes as much as he can as often as he can, in our case we are choosing at every step the activity that finishes first and do so every time there is no activity in progress. The truth is we all make greedy decisions at some point in our life. When we go shopping or when we drive a car, we make choices that seem best for the moment. Actually, there are two basic ingredients every greedy algorithm has in common:

* **Greedy Choice Property**: from a local optimum we can reach a global optimum, without having to reconsider the decisions already taken.
* **Optimal Substructure Property**: the optimal solution to a problem can be determined from the optimal solutions to its subproblems.

The following pseudo code describes the optimal activity selection given by the "greedy" algorithm proven earlier:

Let N denote the number of activities and

{I} the activity I ( 1 <= I <= N )

For each {I}, consider S[I] and F[I] its starting and finishing time

Sort the activities in the increasing order of their finishing time

- that is, for every I < J we must have F [I] <= F [J]

// A denotes the set of the activities that will be selected

A = {1}

// J denotes the last activity selected

J = 1

For I = 2 to N

// we can select activity 'I' only if the last activity

// selected has already been finished

If S [I] >= F [J]

// select activity 'I'

A = A + {I}

// Activity 'I' now becomes the last activity selected

J = I

Endif

Endfor

Return A

After applying the above algorithm, Johnny's "Fun Plan" would look like this:

* Eliminate all the bugs and take some time to rest
* Tuesday is for chess, prepare to beat them all
* A whole day of Starcraft follows, this should be fun
* The next two days are for recovery
* As for the final day, get a few rating points on TopCoder, take a shower and enjoy the versatile food and the good quality wine

The problem of John Smith is solved, but this is just one example of what Greedy can do. A few examples of real TopCoder problems will help you understand the concept better. But before moving on, you may wish to practice a little bit more what you have read so far on a problem similar with the Activity Selection, named [Boxing](http://www.topcoder.com/stat?c=problem_statement&pm=2977&rd=5880).   
  
BioScore  
In this problem you are asked to maximize the average homology score for all the pairs in the set. As an optimal solution is required, this may be a valuable clue in determining the appropriate method we can use. Usually, this kind of problems can be solved by dynamic programming, but in many cases a Greedy strategy could also be employed.   
  
The first thing we have to do here is to **build the frequency matrix**. This is an easy task as you just have to compare every pair of two sequences and count the occurrences of all the combinations of nucleic acids (AA, AC, AG, AT, CA, CC, CG, CT, GA, GC, GG, GT, TA, TC, TG, TT). Each of these combinations will be an element in the matrix and its value will represent the total number of occurrences. For example, let's take the set { "ACTAGAGAC", "AAAAAAAAA", "TAGTCATAC", "GCAGCATTC" } used in Example 2.

![http://community.topcoder.com/i/education/greedyAlg3.gif](data:image/gif;base64,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)

In the bottom-right part of the figure above, you can see the resulting frequency matrix. Let us denote it by **F** What we have to do from now is to find another matrix **S** such that the sum of the 16 corresponding products of the type **F[I,J] \* S[I,J]** (1 <= I,J <= 4) is maximized.   
  
Now, let's look at the matrix restrictions and analyze them one by one:   
  
**1) The sum of the 16 entries must be 0.**   
  
This is more like a commonsense condition. With all the elements in **F** positive, the final score tends to increase as we increase the elements in S. But because the sum must be kept at 0, in order to increase an element, we'll have to decrease others. The challenge of this problem resides in finding the optimal distribution.   
  
**2) All entries must be integers between -10 and 10 inclusive**   
  
Another commonsense condition! Our search space has been drastically reduced, but we are still left with a lot of alternatives.   
  
**3) It must be symmetric ( score(x,y) = score(y,x) )**   
  
Because of the symmetry, we must attribute the same homology score to combinations like "AC" and "CA". As a result, we can also count their occurrences together. For the previous example, we have the set of combinations with the following frequencies:

|  |  |  |  |
| --- | --- | --- | --- |
| AA: 14 | CC: 3 | GG: 0 | TT: 1 |
| AC + CA: 11 | AG + GA: 10 | AT + TA: 10 |  |
| CG + GC: 2 | CT + TC: 0 |  |  |
| GT + TG: 3 |  |  |  |

An intuitive approach would be to assign a higher homology score to the combinations that appear more often. But as we must keep the score sum to 0, another problem arises. Combinations like AA, CC, GG and TT appear only once in the matrix. So, their homology score contribute less to the total sum.   
  
**4) Diagonal entries must be positive ( score(x,x)>0 )**   
  
This restriction differentiates the elements on the diagonal from the others even further. Basically, we have two groups: the four elements on the diagonal (which correspond to the combinations AA, CC, GG and TT) and the six elements not on the diagonal (which correspond to the combinations AC + CA, AG + GA, AT + TA, CG + GC, CT + TC and GT +TG). Each of these groups can have different states, depending on the value we assign to their elements.   
  
To make things easier, **for each possible state in the first group we wish to find an optimal state for the second group**. As all the elements in the second group have the same property, we will try to find their optimal state by using a **Greedy approach**. But because the elements in the first group can take any values between 1 and 10, the sum we wish to obtain for the scores we choose in the second group has to be recalculated. It's easy to notice that the sum of the elements in the first group can range anywhere between 4 and 40. As a result, depending on the choice we make for the first group, we'll have to obtain a sum between -2 and -20 for the second (we shall not forget that the symmetrical elements in the matrix have been coupled together, thus they count twice in the score matrix).   
  
Now, we have finally reached to the **problem core**. The solution to the entire problem depends on finding the optimal choice for the scores in the second group. If the problem has indeed the **greedy choice property** and the **optimal substructure property**, we'll be able to pick one element form the group, assign it the best scenario and proceed with the remaining elements in the same manner.   
  
**Claim: If we always give the highest possible score to the combination that has the most occurrences in the group, we'll obtain in the end the highest possible score for the entire group.**   
  
The first thing we have to do is to sort these six elements in matrix F. Then, we have to actually compute the corresponding score values in S. As the total score we should obtain is at least -20, one quick insight tells us that the first two elements could be given a score of 10 (if we assign -10 to all the remaining four elements, -20 can still be achieved). We know as well that the final score is less than 0. Because we want to maximize the scores for the first elements, the last three elements can only be -10 (in the best case the score sum of the elements is -2 and then, we assign scores in the following manner: [10, 10, 8, -10, -10, -10]). Finally, the value of the third element will depend on the choices we make for the first group. From the maximum of 10, we subtract half of the score sum of the elements in the first group (we should note here that the aforementioned sum must be even).   
  
Now, we have to make sure that our approach is indeed correct. The proof is quite straightforward, as in order keep the sum in **S** constant we can only decrease from the score of a combination with more occurrences and increase to the score of a combination with fewer occurrences. Let **f1** and **f2** be the frequencies of the two combinations and **f1 >= f2**. We have f1 \* s1 + f2 \* s2 = X, where **X** is the sum we should maximize. By our **greedy assumption, s1 >= s2**. As s1 + s2 remains constant, the previous sum changes to: f1\*(s1 - a) + f2\*( s2 + a) = Y, where a is strictly greater than 0. We find out that Y - X = a \* (f2 - f1). Because f1 >= f2, this difference will always be less than or equal to 0. It results that Y <= X. As Y was chosen arbitrarily, it can be concluded that the initial greedy choice always gives the maximum possible score.   
  
We apply the algorithm described above for each state of the elements in the first group and save the best result.   
  
**Representation**: Instead of using the matrices **F** and **S**, **we find it more convenient to use arrays for storing both the combination frequencies and their corresponding score**. The first 4 elements of **F** will denote the frequency of the combinations AA, CC, GG and TT. The next 6 elements will denote the other possible combinations and are sorted in the decreasing order of their frequency (F[5] >= F[6] >= F[7] >= F[8] >= F[9] >= F[10]). **S** will be an array of 10 elements such that S[I] is the score we attribute to the combination I.   
  
The main algorithm is illustrated in the following pseudo code:

Best = -Infinity

For S [1] = 1 to 10

For S [2] = 1 to 10

For S [3] = 1 to 10

For S [4] = 1 to 10

If (S [1] + S [2] + S [3] + S [4]) mod 2 = 0

S [5] = S[6] = 10

S [7] = 10 - (S [1] + S [2] + S [3] + S[4]) / 2

S [8] = S [9] = S [10] = -10

// in Best we save the greatest average homology score

Best = max (Best , score (F,S))

// obtained so far.

Endif

Endfor

Endfor

Endfor

Endfor

Return Best

Given the score matrix (in our case the array **S**), we compute the final result by just making the sum of the products of the form F[I] \* S[I] ( 1 <= I <=10) and divide it by N \* (N-1) / 2 in order to obtain the average homology score.   
  
[GoldMine](http://www.topcoder.com/stat?c=problem_statement&pm=1957&rd=4650)  
We are now going to see how a gold mine can be exploited to its fullest, by being greedy. Whenever we notice the maximum profit is involved, a greedy switch should activate. In this case, we must allocate all the miners to the available mines, such that the total profit is maximized. After a short analysis, we realize that we want to know how much money can be earned from a mine in all the possible cases. And there are not so many cases, as in each mine we can only have between 0 and 6 workers. The table below represents the possible earnings for the two mines described in the example 0 of the problem statement:

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | 0 workers | 1 worker | 2 workers | 3 workers | 4 workers | 5 workers | 6 workers |
| First mine | 0 | 57 | 87 | 87 | 67 | 47 | 27 |
| Second mine | 0 | 52 | 66 | 75 | 75 | 66 | 48 |

As we are going to assign workers to different mines, we may be interested in the profit a certain worker can bring to the mine he was assigned. This can be easily determined, as we compute the difference between the earnings resulted from a mine with the worker and without. If we only had one worker, the **optimal choice** would have been to allocate him in the mine where he can bring the best profit. But as we have more workers, we want to check if assigning them in the same manner would bring the **best global profit**.   
  
In our example we have 4 workers that must be assigned. The table below shows the profit obtained in the two mines for each additional worker.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Initially | Worker 1 | Worker 2 | Worker 3 | Worker 4 | Worker 5 | Worker 6 |
| First mine | - | 57 | 30 | 0 | -20 | -20 | -20 |
| Second mine | - | 52 | 14 | 9 | 0 | -9 | -20 |

We notice that the first mine increases its profit by 57 if we add a worker, while the second by only 52. So, we allocate the first worker to the first mine.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Initially | Worker 1 | Worker 2 | Worker 3 | Worker 4 | Worker 5 | Worker 6 |
| First mine | - | 57 | 30 | 0 | -20 | -20 | -20 |
| Second mine | - | 52 | 14 | 9 | 0 | -9 | -20 |

Now, an additional worker assigned to the first mine would only increase its profit by 30. We put him in the second, where the profit can be increased by 52.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Initially | Worker 1 | Worker 2 | Worker 3 | Worker 4 | Worker 5 | Worker 6 |
| First mine | - | 57 | 30 | 0 | -20 | -20 | -20 |
| Second mine | - | 52 | 14 | 9 | 0 | -9 | -20 |

The third miner would be more useful to the first mine as he can bring a profit of 30.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Initially | Worker 1 | Worker 2 | Worker 3 | Worker 4 | Worker 5 | Worker 6 |
| First mine | - | 57 | 30 | 0 | -20 | -20 | -20 |
| Second mine | - | 52 | 14 | 9 | 0 | -9 | -20 |

As for the last miner, we can either place him in the first mine (for a zero profit) or in the second (for a profit of 14). Obviously, we assign him to the second.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Initially | Worker 1 | Worker 2 | Worker 3 | Worker 4 | Worker 5 | Worker 6 |
| First mine | - | 57 | 30 | 0 | -20 | -20 | -20 |
| Second mine | - | 52 | 14 | 9 | 0 | -9 | -20 |

In the end two of the workers have been allocated to the first mine and another two to the second. The example shows us that this is indeed the choice with the best total profit. But will our "greedy" approach always work?   
  
**Claim: We obtain the maximum total profit when we assign the workers one by one to the mine where they can bring the best immediate profit.**   
  
**Proof:** Let A and B be two mines and a1, a2, b1, b2 be defined as below:  
a1 - the profit obtained when an additional worker is assigned to mine A  
a1 + a2 - the profit obtained when two additional workers are assigned to mine A  
b1 - the profit obtained when an additional worker is assigned to mine B  
b1 + b2 - the profit obtained when two additional workers are assigned to mine B  
Let us now consider that we have two workers to assign and a1 >= b1.   
  
Our greedy algorithm will increase the profit by a1 for the first worker and by max (a2, b1) for the second worker. The total profit in this case is **a1+max(a2,b1)**. If we were to choose the profit b1 for the first worker instead, the alternatives for the second worker would be a profit of a1 or a profit of b2.   
  
In the first case, the total profit would be b1+a1 <= a1 + max (a2,b1).  
In the second case, the total profit would be b1+b2. We need to prove that b1+b2 <= a1+max(a2,b1). But b2 <= b1 as **the profit of allocating an extra worker to a mine is always higher or equal with the profit of allocating the next extra worker to that mine**.

|  |  |  |
| --- | --- | --- |
| Gold Mine Status | Profit from extra-worker 1 | Profit from extra-worker 2 |
| number of ores > number of workers + 2 | 60 | 60 |
| number of ores = number of workers + 2 | 60 | 50 |
| number of ores = number of workers + 1 | 50 | -20 |
| number of ores < number of workers + 1 | -20 | -20 |

As b1+b2 <= a1+b2 <= a1+b1 <= a1+max(a2,b1), the greedy choice is indeed the best .   
  
Coding this is not difficult, but one has to take into account the problem constraints (all miners must be placed, there are at most six workers in a mine and if a worker can be optimally assigned to more than one mine, put him in the mine with the lowest index).   
  
[WorldPeace](http://www.topcoder.com/stat?c=problem_statement&pm=2420&rd=5850)  
The greedy algorithms we have seen so far work well in every possible situation as their correction has been proven. But there is another class of optimization problems where Greedy Algorithms have found their applicability. This category mostly includes NP-complete problems (like the [Traveling Salesman Problem](http://www.tsp.gatech.edu/)) and here, one may prefer to write an heuristic based on a greedy algorithm than to wait ... The solution is not always the best, but for most real purposes, it is good enough. While this problem is not NP, it is an excellent example of how a simple greedy algorithm can be adapted to fool not only the examples, but also the carefully designed system tests. Such an algorithm is not very hard to come with and after a short analysis we notice that in order to maximize the total number of groups **it is always optimal to form a group from the k countries that have the highest number of citizens**. We apply this principle at every single step and then sort the sequence again to see which are the next k countries having the highest number of citizens. This idea is illustrated in the following pseudo code:

Groups = 0

Repeat

// sorts the array in decreasing order

Sort (A)

Min= A[K]

If Min > 0 Groups = Groups + 1

For I = 1 to K

A[I] = A[I] - 1

Endfor

Until Min = 0

Return Groups

Unfortunately, a country can have up to a billion citizens, so we cannot afford to make only one group at a time. Theoretically, for a given set of k countries, we can make groups until all the citizens in one of these countries have been grouped. And this can be done in a single step:

Groups = 0

Repeat

// sorts the array in decreasing order

Sort (A)

Min= A[K]

Groups = Groups + Min

For I = 1 to K

A[I] = A[I] - Min

Endfor

Until Min = 0

Return Groups

The execution time is no longer a problem, but it is the algorithm! As we check it on the example 0, our method returns 4 instead of 5. The result returned for the examples 1, 2 and 3 is correct. As for the last example, instead of making 3983180234 groups, we are able to make 3983180207. Taking into account the small difference, we may say that our solution is **pretty good**, so maybe we can refine it more on this direction.   
  
So far, we have two algorithms:

* a first greedy algorithm that is accurate, but not fast enough
* a second greedy algorithm that is fast, but not very accurate.

What we want to do is to optimize accuracy as much as we can, without exceeding the execution time limit. Basically, we are looking for **a truce between speed and accuracy**. The only difference in the two algorithms described above is the number of groups we select at a given time. The compromise we will make is to select an arbitrarily large number of groups in the beginning, and as we approach the end to start being more cautious. When we are left with just a few ungrouped citizens in every country, it makes complete sense to use the safe brute force approach. In the variable **Allowance** defined in the algorithm below, we control the number of groups we want to make at a given moment.

Groups = 0

Repeat

// sorts the array in decreasing order

Sort (A)

Min= A[K]

Allowance = (Min+999) / 1000

Groups = Groups + Allowance

For I = 1 to K

A[I] = A[I] - Allowance

Endfor

Until Min = 0

Return Groups

If this approach is correct indeed, remains to be seen. Despite the fact it escaped both Tomek's keen eyes and system tests, it is very likely that the result is not optimal for all the set of possible test cases. This was just an example to show that a carefully chosen refinement on a simple (but obvious faulty) greedy approach can actually be the "right" way. For more accurate solutions to this problem, see the [Match Editorial](http://community.topcoder.com/tc?module=Static&d1=match_editorials&d2=srm204).   
  
Conclusion  
Greedy algorithms are usually easy to think of, easy to implement and run fast. Proving their correctness may require rigorous mathematical proofs and is sometimes insidious hard. In addition, greedy algorithms are infamous for being tricky. Missing even a very small detail can be fatal. But when you have nothing else at your disposal, they may be the only salvation. With backtracking or dynamic programming you are on a relatively safe ground. With greedy instead, it is more like walking on a mined field. Everything looks fine on the surface, but the hidden part may backfire on you when you least expect. While there are some standardized problems, most of the problems solvable by this method call for heuristics. There is no general template on how to apply the greedy method to a given problem, however the problem specification might give you a good insight. Advanced mathematical concepts such as [matroids](http://mathworld.wolfram.com/Matroid.html) may give you a recipe for proving that a class of problems can be solved with greedy, but it ultimately comes down to the keen sense and experience of the programmer. In some cases there are a lot of greedy assumptions one can make, but only few of them are correct (see the [Activity Selection Problem](http://community.topcoder.com/tc?module=Static&d1=tutorials&d2=greedyAlg#worldpeace)). In other cases, a hard problem may hide an ingenious greedy shortcut, like there was the case in the last problem discussed, [WorldPeace](http://community.topcoder.com/tc?module=Static&d1=tutorials&d2=greedyAlg#worldpeace). And this is actually the whole beauty of greedy algorithms! Needless to say, they can provide excellent challenge opportunities...   
  
A few final notes

* a problem that seems extremely complicated on the surface (see [TCSocks](http://www.topcoder.com/stat?c=problem_statement&pm=2894&rd=5853)) might signal a greedy approach.
* problems with a very large input size (such that a n^2 algorithm is not fast enough) are also more likely to be solved by greedy than by backtracking or [dynamic programming](http://www.topcoder.com/tc?module=Static&d1=tutorials&d2=dynProg).
* despite the rigor behind them, you should look to the greedy approaches through the eyes of a detective, not with the glasses of a mathematician.

|  |  |  |
| --- | --- | --- |
| **A good detective**  http://community.topcoder.com/i/education/greedyAlg4.gif | **Greedy and lucky**  http://community.topcoder.com/i/education/greedyAlg5.gif | **Greedy and not so lucky**  http://community.topcoder.com/i/education/greedyAlg6.gif |

* in addition, study some of the standard greedy algorithms to grasp the concept better ([Fractional Knapsack Problem](http://www-cse.uta.edu/%7Eholder/courses/cse2320/lectures/l15/node3.html), [Prim Algorithm](http://www-b2.is.tokushima-u.ac.jp/%7Eikeda/suuri/dijkstra/Prim.shtml), [Kruskal Algorithm](http://www-b2.is.tokushima-u.ac.jp/%7Eikeda/suuri/kruskal/Kruskal.shtml), [Dijkstra Algorithm](http://www-b2.is.tokushima-u.ac.jp/%7Eikeda/suuri/dijkstra/Dijkstra.shtml), [Huffman Coding](http://www.cs.duke.edu/csed/poop/huff/info/torials&d2=index), [Optimal Merging](http://www.maths.abdn.ac.uk/%7Eigc/tch/mx4002/notes/node45.html), [Topological Sort](http://www.owlnet.rice.edu/%7Ecomp314/04spring/lec/week6/Topological.htm)).
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[GoldMine](http://community.topcoder.com/stat?c=problem_statement&pm=1957&rd=4650) - SRM 169  
[MLBRecord](http://community.topcoder.com/stat?c=problem_statement&pm=2236&rd=5879) - TCO04 Round 2  
[RearrangeFurniture](http://community.topcoder.com/stat?c=problem_statement&pm=3076&rd=5866) - SRM 220  
[WorldPeace](http://community.topcoder.com/stat?c=problem_statement&pm=2420&rd=5850) - SRM 204